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ABSTRACT
Contextual pre-trained language models, such as BERT, have made
significant gains in various NLP tasks by training in a self-supervised
manner. However, these models are not explicitly aware of domain-
specific knowledge, which is essential for downstream applica-
tions in many domains, such as tasks in e-commerce scenarios.
In this paper, we propose an incremental language model that is
called CatBERT to be trained from scratch on e-commerce catalog
data through an incremental training process. Experimental studies
showed that our proposed incremental training process incremen-
tally incorporates richer semantic information embedded in the
catalog data to the CatBERTmodel and each of such increments con-
tributes positively to the improvement of the model performance
in downstream Information Retrieval applications. Our experimen-
tal studies further showed that the proposed CatBERT, which is
trained from scratch on e-commerce catalog data, outperformed
pre-trained BERT that was fine-tuned on the same catalog data
using the same incremental training process.
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1 INTRODUCTION
Pre-trained language models, such as ELMo [4], GPT [10], BERT [2],
RoBERTa [7], and XLNet [12], have achieved significant advances
in a variety of downstream natural language processing (NLP) tasks.
These models are typically pre-trained using an either bi-directional
or auto-regressive process on large-scale text repositories. Among
the recent self-supervised pre-trained language models, BERT has
emerged as a very powerful method due to its simplicity and supe-
rior performance than other models [2]. More specifically, BERT
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achieved state-of-the-art results in a variety of NLP tasks such
as sentiment analysis, language inference, sentence similarities,
text classification and more [7]. The success of BERT is largely
attributed to its powerful attention-based Transformer and a well-
designed pre-training strategy for modeling context inherent in
text sequence.

Pre-trained BERT typically encodes rich semantic patterns from
the general language. In order to adapt BERT for applications in
a specific domain, several domain adaptive BERT models, such as
BioBERT [6], SciBERT [1], PubMedBERT [3] and, ClinicalBERT [5],
have been proposed. All these models further trained a pre-trained
BERT on large-scale domain text repositories. For example, BioBERT
was generated by further training the pre-trained BERT on biomedi-
cal corpus. BioBERTwas demonstrated to be outperforming general
pre-trained BERT and previous state-of-the-art models on some crit-
ical Natural language Modeling (NLP) tasks such as named entity
recognition (NER), question answering (QA) and, relation extraction
(RE). Similarly, SciBERT and PubMedBERT were further trained
on large text repositories of scientific publications and PubMed
articles respectively and better supports downstream applications
in its own domain than general pre-trained BERT.

In this paper, we are concernedwith developing a domain specific
BERT model for E-Commerce applications. More specifically, we
would like to train a BERTmodel on product catalog data such that it
can be applied to a variety of downstream e-commerce applications
such as product search. There are two options for building such
a BERT model. One is to further train a general pre-trained BERT
on product catalog data. The second option is to train a randomly
initiated BERT from scratch on catalog data. Given our observation
that the vocabulary and language structures used in product catalog
may be quite different from general language that a pre-trained
BERT was trained upon, we hypothesize that the second option, i.e.,
training a randomly initiated BERT from scratch directly on catalog
data, could mitigate negative effects that are caused by irrelevant
language patterns learned from general language and thus yield
better performance in supporting downstream applications. To
illustrate this hypothesis, lets look at a sample piece of product
information obtained from Home Depot website.

< 𝑖𝑑 >′ 204790568′ < /𝑖𝑑 >< 𝑡𝑖𝑡𝑙𝑒 > somerset assembled 24 x 30
x 12 in. single door hinge right wall kitchen blind corner cabinet in
manganite < /𝑡𝑖𝑡𝑙𝑒 >< 𝑏𝑟𝑎𝑛𝑑𝑠 > outdoor cooking < /𝑏𝑟𝑎𝑛𝑑𝑠 ><

𝐿1 > kitchen < /𝐿1 >< 𝐿2 > kitchen cabinets < /𝐿2 >< 𝐿3 > in
stock kitchen cabinets < /𝐿3 >.

From this example, we can see that product catalog data are
different from general English from the following perspectives
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• Product catalog doesn’t have sentence structures; instead, it
contains multiple sections of product attributes, which are
likely phrases or single words.

• Product title can be a long phrase that includes multiple
consecutive adjectives and/or numeric dimensions.

• Vocabulary used in product catalog is much more restricted
than general language.

The study reported in [13] is aligned with our observation on
catalog data by demonstrating that further training pre-trained
BERT on product catalog only generates limited improvement on
model performance over pre-trained BERT itself. Furthermore, we
performed a detailed comparative study on these two options, with
the experimental results supporting our hypothesis. Please refer to
Section III - D for our experimental results.

Once choosing to train randomly initiated BERT, rather than
pre-trained Bert, on product catalog data, we need to determine an
optimal training process. A straightforward way of training is to
view the whole piece of product information as one input sequence,
based on which we apply masked language modeling (MLM) [11]
approach to train the BERT model. However, this way of training
tends to ignore some important hierarchical relationship embed-
ded in the product information, such as the relationship between
product and brand, and the relationship between product and dif-
ferent levels of taxonomy. Therefore, we design a new incremental
training strategy for BERT to encode comprehensive information
embedded in product catalog, including vocabulary, phrases, and
hierarchical relationships. More specifically, the incremental train-
ing strategy involves multiple rounds of training. The first round
uses MLM to train BERT on the < 𝑡𝑖𝑡𝑙𝑒 > section of each product,
so that the BERT learns the catalog vocabulary and phrases. Then
the following rounds of learning lays classification layers upon
BERT to predict higher level concepts such as product brand and
different levels of taxonomy. Our experimental studies show that
more rounds of learning that incorporates more information from
catalog to BERT, better the model performance on downstream
search applications.

In summary, we propose an incremental language model that is
called CatBERT to be trained from scratch on e-commerce catalog
data through an incremental training process. Experimental studies
showed that our proposed incremental training process incremen-
tally incorporates richer semantic information embedded in the
catalog data to the CatBERTmodel and each of such increments con-
tributes positively to the improvement of the model performance
in downstream Information Retrieval applications. Our experimen-
tal studies further showed that the proposed CatBERT, which is
trained from scratch on e-commerce catalog data, outperformed
pre-trained BERT that was fine-tuned on the same catalog data
using the same incremental training process.

The rest of the paper is organized as follows. Section 2 intro-
duces briefly about BERT model and our novel CatBERT model
architecture and training methods in detail. In Section 3, we present
a brief overview of data preparation, experimental results and vi-
sualizations of our experiments by reporting the performance of
proposed models over state of art models. Finally, we conclude our
work and discuss future work in Section 4.

2 METHOD
In this section, we introduce CatBERT, an incremental language
model that is trained from scratch on product catalog data using an
incremental training process for the purpose of supporting down-
stream e-commerce applications. Given that CatBERT model is
based on BERT, we briefly introduce BERT in the following subsec-
tion before explaining CatBERT in details.

2.1 BERT Model
Bert (Bidirectional Encoder Representations from Transformers) is a
deep neural network that uses multi-layer bidirectional transformer
encoders to learn to represent the text. BERT base model comprises
12 layers of transformer blocks each with 768 hidden units, and 12
attention heads. It is pre-trained on open-domain large text corpus
using combined losses, one for predicting masked tokens and the
other for predicting whether the second part of the input follows
the first part. BERT reads an input sequence with a fixed length and
returns an embedding for each token in the input sequence. The
embedding outputs by a pre-trained BERT for each token encodes
how other tokens in the input sequence are attended to this token.
The output embedding then can be used as input for downstream
applications.

2.2 CatBERT
CatBERT starts with randomly initiated BERT model. The over-
all training process of CatBERT is illustrated in Figure 1. As the
figure shows, the first phase of training enables the CatBERT to
learn vocabulary and phrases from product titles using MLM. We
denote the resulting model of this training as 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣0. Then,
each following phase of training will incrementally incorporates
certain high-level concepts of products to the CatBERT by laying a
fully connected classification layer on top of previous version of
CatBERT. Using the Home Depot product catalog as an example,
the second phase of training learns to classify each product to the
brand it belongs to. The input of this phase of training is individual
product title, same as the first phase. The output is a label that
represents a brand. The training loss of this phase not only modi-
fies the weights the classification layer, but also back-propagates
to the underneath BERT architecture to modifies the parameters,
through which the relationship between product and brand has
been incorporated into CatBERT. We denote the resulting model
(after removing the added classification layer) as 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.0.
Similarly, the following phases of training learn to classify products
to other high-level concepts. Again, for the example of the Home
Depot catalog, 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.1, 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.2, and 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.3
denote the version of CatBERT after learning to classify products
to taxonomy level 1, 2, and 3 respectively.

CatBERT is designed to incorporate comprehensive information
on product. In this study,𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣0 encodes basic descriptions of
products; 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.𝑋 encodes high-level concepts of products,
such as brands and taxonomy. However, CatBERT can continue
to be trained to incorporate more information on products. For
example, in the future, 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣2.𝑋 can be trained to encode
product image information; 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣3.𝑋 can learn to encode
product-user interactions; and so on.
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Figure 1: Overview of training of CatBERT

The type of product information that needs to be Incorporated
into CatBERT also depends on what types of downstream ap-
plications it supports. In this study, we apply CatBERT to text
based product search. For this application, we tested 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣0
and 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.𝑋 . Our hypothesis is that 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑦) has
better performance supporting text based product search than
𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑥) if 2 > 𝑦 > 𝑥 .

3 EXPERIMENT SETUP
The goal of our experimental study is to validate the following two
hypotheses we mentioned in the previous sections.

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑦) has better performance supporting text based
product search than 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑥) if 2 > 𝑦 > 𝑥 .

• training a randomly initiated BERT from scratch directly on
catalog data yields better performance in supporting search
applications than using pre-trained BERT that is further
trained on catalog data in the same way.

To validate the first hypothesis, we compare the following ver-
sions of CatBERT on there performance on product search.

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣0 - randomly initialized BERT trained on product
title using MLM

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.0 incrementally trained on product brands us-
ing classification

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.1 incrementally trained on product taxonomy
level 1 using classification

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.2 incrementally trained on product taxonomy
level 2 using classification

• 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.3 incrementally trained on product taxonomy
level 3 using classification

To validate the second hypothesis, we further train a pre-trained
BERT on product catalog data using the same incremental train-
ing process to form the following versions. Then we compare
𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑥) and 𝐵𝐸𝑅𝑇_𝑣 (𝑥) on each search senario.

• 𝐵𝐸𝑅𝑇_𝑣0 - pre-trained BERT further trained on product title
using MLM

• 𝐵𝐸𝑅𝑇_𝑣1.0 incrementally trained on product brands using
classification

• 𝐵𝐸𝑅𝑇_𝑣1.1 incrementally trained on product taxonomy level
1 using classification

• 𝐵𝐸𝑅𝑇_𝑣1.2 incrementally trained on product taxonomy level
2 using classification

• 𝐵𝐸𝑅𝑇_𝑣1.3 incrementally trained on product taxonomy level
3 using classification

3.1 Dataset
We use the product catalog of the Home Depot for our experimental
studies. This data set consists of roughly 600k products in JSON
format. The product attributes in the dataset as follows:

• ID: refers to the product identification number
• Title: is the product name
• Brand: refers to the brand of a product
• Taxonomy: is the website-specific hierarchical taxonomy
levels for a product

3.2 Model Building
All product titles are used to train both 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣0 and 𝐵𝐸𝑅𝑇_𝑣0
using MLM. For incrementally training all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.𝑋 s and
𝐵𝐸𝑅𝑇_𝑣1.𝑋 s using classification, we split the product data into:
400K training, 100k validation, and 100k testing. Validation data
is used for selecting values for model hyperparameters and deter-
mining early stopping of training; Test data is used to evaluating
classification performance. We build all the models using the Py-
Torch [8] Huggingface [9] deep learning framework. All the models
are trained with Adam optimizer [? ] with learning rate to be 0.0005,
batch size to be 32, and epoch number to be 10.

3.3 Product Search
We use product search to evaluate the model performance for all
𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 s and 𝐵𝐸𝑅𝑇_𝑣𝑋 s. In order to apply CatBERT to prod-
uct search, we first use CatBERT to index all the products. The index-
ing process works in the following way. Given a product 𝑃 , whose
product title has𝑛 tokens in order {𝑡1, 𝑡2, 𝑡𝑖 , ..., 𝑡𝑛}, and 𝑒 (𝑡𝑖 ) denotes
the embedding for 𝑡𝑖 output by a 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 or 𝐵𝐸𝑅𝑇_𝑣𝑋 . Then
the index for 𝑃 can be denoted as {𝑒 (𝑡1), 𝑒 (𝑡2), 𝑒 (𝑡𝑖 ), ..., 𝑒 (𝑡𝑛)}. Given
a query𝑄 = {𝑞1, 𝑞2, 𝑞 𝑗 , ..., 𝑞𝑚}, we also feed it to a𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 or
𝐵𝐸𝑅𝑇_𝑣𝑋 to generate its representation as {𝑒 (𝑞1), 𝑒 (𝑞2), 𝑒 (𝑞 𝑗 ), ..., 𝑒 (𝑞𝑚)},
where 𝑒 (𝑞 𝑗 ) is the embedding for the query token 𝑞 𝑗 output by the
model. Now, the similarity between the query 𝑄 and the product 𝑃
can be calculated using the following formulae.

similarity(𝑄, 𝑃) =
∑︁
𝑗

max
𝑖

𝑒 (𝑞 𝑗 ) · 𝑒 (𝑡𝑖 )
∥𝑒 (𝑞 𝑗 )∥∥𝑒 (𝑡𝑖 )∥

(1)

3.4 Evaluation of Search Performance
In order to evaluate the performance of all𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 or𝐵𝐸𝑅𝑇_𝑣𝑋 .
We randomly picked 1000 queries that were issued by customers
on homedepot.com. Each query is associated with two sets. The
first set (denoted as 𝑠𝑒𝑡1 )contains all ids of those products that
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Table 1: Precision@k results for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡1

Version 1 4 16 24 48 96
CatBERT_v0 0.63 0.440 0.196 0.143 0.075 0.038
CatBERT_v1.0 0.68 0.530 0.261 0.189 0.097 0.048
CatBERT_v1.1 0.68 0.505 0.214 0.149 0.077 0.038
CatBERT_v1.2 0.75 0.600 0.291 0.215 0.113 0.056
CatBERT_v1.3 0.77 0.640 0.351 0.260 0.137 0.069

Table 2: Recall@k results for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡1

Version 1 4 16 24 48 96
CatBERT_v0 0.0578 0.145 0.204 0.211 0.215 0.215
CatBERT_v1.0 0.062 0.185 0.292 0.301 0.303 0.303
CatBERT_v1.1 0.063 0.175 0.247 0.252 0.254 0.254
CatBERT_v1.2 0.070 0.208 0.341 0.354 0.358 0.358
CatBERT_v1.3 0.072 0.230 0.412 0.433 0.440 0.441

Table 3: Precision@k results for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡2

Version 1 4 16 24 48 96
CatBERT_v0 0.78 0.648 0.408 0.323 0.194 0.133
CatBERT_v1.0 0.79 0.715 0.515 0.428 0.266 0.138
CatBERT_v1.1 0.85 0.753 0.488 0.387 0.230 0.118
CatBERT_v1.2 0.85 0.783 0.611 0.514 0.333 0.183
CatBERT_v1.3 0.87 0.805 0.669 0.586 0.401 0.219

Table 4: Recall@k results for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡2

Version 1 4 16 24 48 96
CatBERT_v0 0.020 0.064 0.147 0.167 0.183 0.185
CatBERT_v1.0 0.02 0.069 0.188 0.227 0.261 0.262
CatBERT_v1.1 0.021 0.075 0.183 0.209 0.234 0.236
CatBERT_v1.2 0.0215 0.078 0.233 0.284 0.334 0.342
CatBERT_v1.3 0.0216 0.081 0.256 0.322 0.397 0.408

were purchased by customers under this query; while the second
set (denoted as 𝑠𝑒𝑡2) contains all ids of those products that were
clicked or purchased by customers under this query. For each of the
1000 queries, let each model return the 𝑘 most similar products to-
wards this query. Then we will calculate precision@k and recall@k
on each of 𝑠𝑒𝑡1 and 𝑠𝑒𝑡2 respectively. Formally, precision@k and
recall@k are defined as follows, where k = 1, 4, 16, 24, 48, or 96 in
our study.

Recall@k =
#of relevant items @k
#of total relevant items

(2)

Precision@k =
#of relevant items @k
# of total items

(3)

3.5 Experimental Results
Results of precison@k and recall@k on 𝑠𝑒𝑡1 for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 s
are shown in Table 1 and 2. Results of precison@k and recall@k on
𝑠𝑒𝑡2 for all 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 s are shown in Table 3 and 4. We further

Table 5: precison@k results for all 𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡1 evalua-
tion data

Version 1 4 16 24 48 96
BERT_v0 0.64 0.530 0.348 0.287 0.170 0.089
BERT_v1.0 0.78 0.693 0.469 0.383 0.245 0.130
BERT_v1.1 0.73 0.620 0.431 0.346 0.203 0.101
BERT_v1.2 0.84 0.738 0.558 0.476 0.306 0.163
BERT_v1.3 0.86 0.773 0.627 0.551 0.383 0.211

Table 6: precison@k results for all 𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡2 evalua-
tion data

Version 1 4 16 24 48 96
BERT_v0 0.46 0.3500 0.176 0.123 0.065 0.033
BERT_v1.0 0.61 0.478 0.222 0.160 0.085 0.043
BERT_v1.1 0.55 0.433 0.191 0.132 0.067 0.034
BERT_v1.2 0.69 0.548 0.262 0.192 0.10 0.05
BERT_v1.3 0.71 0.635 0.341 0.255 0.14 0.070

Table 7: Recall@k results for all 𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡1 evaluation
data

Version 1 4 16 24 48 96
BERT_v0 0.039 0.11 0.187 0.189 0.191 0.191
BERT_v1.0 0.052 0.154 0.245 0.253 0.257 0.257
BERT_v1.1 0.048 0.147 0.220 0.223 0.225 0.225
BERT_v1.2 0.062 0.195 0.317 0.328 0.332 0.332
BERT_v1.3 0.064 0.225 0.392 0.411 0.422 0.422

Table 8: Recall@k results for all 𝐵𝐸𝑅𝑇_𝑣𝑋s on 𝑠𝑒𝑡2 evaluation
data

Version 1 4 16 24 48 96
BERT_v0 0.017 0.053 0.131 0.155 0.170 0.171
BERT_v1.0 0.020 0.069 0.172 0.20 0.234 0.234
BERT_v1.1 0.018 0.060 0.161 0.187 0.208 0.208
BERT_v1.2 0.021 0.072 0.211 0.263 0.308 0.313
BERT_v1.3 0.022 0.076 0.235 0.299 0.372 0.383

show precision-recall curves for all𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 s on 𝑠𝑒𝑡1 in Fig. 2,
and on 𝑠𝑒𝑡2 in Fig. 3. As can be seen,𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑦) has better per-
formance supporting text based product search than𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣 (𝑥)
when𝑦 > 𝑥 , with one exception that the precision of𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.0
has better precision than 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣1.1 at low recall on 𝑠𝑒𝑡2.

Results of precison@k and recall@k on 𝑠𝑒𝑡1 for all𝐵𝐸𝑅𝑇_𝑣𝑋 s are
shown in Table 6 and 7. Results of precison@k and recall@k on 𝑠𝑒𝑡2
for all 𝐵𝐸𝑅𝑇_𝑣𝑋 s are shown in Table 5 and 8. We further compare
the precision-recall of each pair of 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑉𝑋 s and 𝐵𝐸𝑅𝑇_𝑉𝑋 s
on 𝑠𝑒𝑡1 in Fig. 4; on 𝑠𝑒𝑡2 in Fig. 5. The comparison clearly validated
that training a randomly initiated BERT from scratch directly on
catalog data yields better performance in supporting search than
using pre-trained BERT that is further trained on catalog data in
the same way.
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Figure 2: Comparison of Precision-Recall Curves of CatBERT
Versions on 𝑠𝑒𝑡1 Evaluation Data

Figure 3: Comparison of Precision-Recall Curves of CatBERT
Versions on set2 Evaluation Data

4 CONCLUSION AND FUTUREWORK
In this paper, we proposed CatBERT, an incrementally trained lan-
guage representation model for E-commerce applications. Starting
with randomly initiated BERT, CatBERT is trained first on product
titles using MLM and then incrementally trained on high level prod-
uct concepts using classification. Experimental studies show that
each increment of training boosts the performance of the model on
downstream search applications. Moreover, CatBERT outperforms
pre-trained BERT that is further trained on product catalog using
the same incremental training.

The proposed CatBERT is an open-ended model. For future work,
we will continue to upgrade CatBERT with more information on
products, such as product images and product-user interactions, and
apply it to multiple downstream applications including automatic
question answering and product recommendation. We will also
specifically tune CatBERT for search applications using bi-encoder

[JCR21] or poly-encoder [SH19] architecture on product transaction
data in order to further improve online search performance.
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(a) CatBERT_v0 vs BERT_v0 (b) CatBERT_v1.0 vs BERT_v1.0 (c) CatBERT_v1.1 vs BERT_v1.1

(d) CatBERT_v1.2 vs BERT_v1.2 (e) CatBERT_v1.3 vs BERT_v1.3

Figure 4: Comparison of 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 and 𝐵𝐸𝑅𝑇_𝑣𝑋 on 𝑠𝑒𝑡1 evaluation data

(a) CatBERT_v0 vs BERT_v0 (b) CatBERT_v1.0 vs BERT_v1.0 (c) CatBERT_v1.1 vs BERT_v1.1

(d) CatBERT_v1.2 vs BERT_v1.2 (e) CatBERT_v1.3 vs BERT_v1.3

Figure 5: Comparison of 𝐶𝑎𝑡𝐵𝐸𝑅𝑇_𝑣𝑋 and 𝐵𝐸𝑅𝑇_𝑣𝑋 on 𝑠𝑒𝑡2 evaluation data
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