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About Me



Multimodality in E-commerce
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Visual-based Recommendations
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Why
Help customers explore aesthetically similar products. It 
solves the cold start problem for new products and 
promotes visual-based exploration of the catalog.



Image Type Classifier

5 *A Scalable Framework for Product Image Classification applied to Home Improvement E-commerce, KDD'21



Content Ontology
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Views

7



Methodology
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Active Learning
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Production Pipeline
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Extract Features
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Fine tune a convolutional network with our own product images and freeze and chop layers to build a 

visual similarity model



Scaling Visually Similar - Approximate Nearest Neighbor 
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▪ The output of the CNN model is an embedding vector for each product image

▪ To find the best matching products, the cosine similarity is computed between embedding vectors 

– a k nearest neighbor search problem

▪ Home Depot has Millions online products - requires matching M x M products – trillion pairwise 

comparisons

▪ Instead we use an approximate KNN search algorithm that sacrifices some accuracy for speed

▪ We evaluated 3 different approximate KNN libraries:

▪ FAIS - https://github.com/facebookresearch/faiss

▪ ANNOY - https://github.com/spotify/annoy

▪ NMSLIB - https://github.com/nmslib/nmslib

▪ We found NMSLIB to produce the best accuracy – speed tradeoff, over 2X the speed of ANNOY, 

and up to 50X faster than brute force

▪ Using NMSLIB we can generate recommendations for Millions products within a couple of hours

https://github.com/facebookresearch/faiss
https://github.com/spotify/annoy
https://github.com/nmslib/nmslib


Problem

▪ Customers needs a more convenient way to find products that form a collection

▪ Manual process is error-prone and not scalable

Goal

▪ To automatically discover relevant products that form a collection with a given anchor
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Collection Recommendations*

*Product collection recommendation in online retail, ACM Recsys'19



Coordinating: Relevant and Complementary

▪ Collection = textual relevance and visual similarity

▪ For a bath faucet, all recommended items must be:

▪ Relevant to bath

▪ Visually coordinated (color, style etc.) 

▪ Diverse!

▪ How to supervise such a model? 

▪ Manual Collections!
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Approach for Generating Collection Recs
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Siamese Deep Learning Network for Coordinating Items
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Bidirectional

LSTM

Bidirectional

LSTM

Title + Description Title + Description

Siamese Network

1: A and B are Collection Items

-1: A and B are not Collection Items

Embedding Layer

Vector A Output Vector B Output

Cosine Similarity 

Same Structure 

Same Parameters

Coordinating Items?

BackpropagationBackpropagation

Input A

Embedding Layer

Input B



Visual Features: Color Histograms

▪ Color Histograms 

▪ Binned pixel intensity values for Red, Green, Blue (RGB) channels

▪ Why color histograms?

▪ What to do about background?

▪ Mean Adaptive Threshold

▪ Thresholds an image and 

extracts only the foreground 

▪ We compute color histograms

on the foreground only
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Result from state of 

the art deep 

network pretrained 

on ImageNet



Joint Approach Outperforms Visual Only Approach
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Patio Dataset



Combining Visual and Textual Features with Weights

▪ Given an anchor text embedding:

▪ Compute a large list of candidate recs based on textual cosine similarity

▪ Keep the cosine similarity scores (let’s call each score                  )

▪ Given the same anchor’s color feature vector

▪ Compute the cosine similarities with all the recs within candidate set

▪ Keep the cosine similarity scores (let’s call each score                   )

▪ Combine the scores using weights and sort:

▪ Pick the top “m” as final recs
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Sample Results
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Smart Facet*

Faceted 

Search

Product 
Drill 

Down

Focused 
Retrieval

Feature 
Browsing

*Featured Keywords: Enabling Product Discovery in E-Commerce Through Unstructured Product Attributes, SIGIR'21



Faceted Search- Challenges

▪ Key-Value style presentation limits scope



Smart Facet Overview



System Design

Extract facets from 
unstructured product 
attributes

Incorporate customer 
search trends 

One-stop free-form 
searchable filter 
across several 
dimensions



Keyword Extraction

▪ Extract keywords from product meta data

▪ Title, Description, Highlights, Bullets

▪ Define POS patterns of interest

▪ Keyword cleaning

▪ TF-IDF – remove insignificant keywords

▪ Limit keyword length between 2 and 5

▪ Light deduplication 



Methodology

▪ Filter and Rank keywords for each search term

▪ Aggregate all keywords from all products for a search term

▪ Use customer search behavior to filter and rank keywords

▪ Query – Product Relevance



Methodology

▪ Keyword – Product Relevance

▪ Hypothesis: Customers would often include the key product feature they are 

looking for, right within their search query

▪ Final Score



Methodology

▪ Remove Duplicates

▪ Define pairwise-similarity for top-k keywords per search 

term

▪ Connected Components to form clusters

▪ Choose keyword with min(rank) as cluster 

representative



Experiment and Results

▪ Conducted A/B test for 2 weeks 

▪ Metrics measured

𝐸𝑛𝑔𝑎𝑔𝑒𝑚𝑒𝑛𝑡 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠 𝑤𝑖𝑡ℎ 𝑎 𝑐𝑙𝑖𝑐𝑘 𝑜𝑛 𝑡ℎ𝑒 𝑓𝑎𝑐𝑒𝑡𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑂𝑟𝑑𝑒𝑟 𝑉𝑎𝑙𝑢𝑒 =
𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑣𝑒𝑛𝑢𝑒

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑟𝑑𝑒𝑟𝑠

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑃𝑒𝑟 𝑉𝑖𝑠𝑖𝑡 =
𝑇𝑜𝑡𝑎𝑙 𝑅𝑒𝑣𝑒𝑛𝑢𝑒

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑠𝑠𝑖𝑜𝑛𝑠

+ 2%

+ 2.9%

+ 3.6%



Product Review Summarization

• Improve readability of reviews which accumulate to an enormous amount.

• Identify key themes in our product reviews that we can extract and surface to the customers.
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Category Name Reviews Sentences

Small Ki tchen Appliances 1,636,426 6,027,097

Refrigerators 978,155 3,696,724

Ranges 549,428 1,924,709

Appl iance Parts 133,689 312,650

Range Hoods 117,169 353,236

Washers & Dryers 614,060 2,254,625

Floor Care 213,196 980,699

Dishwashers 631,137 2,394,990

Microwaves 443,042 1,416,400

Cooktops 54,304 187,607

Wall Ovens 85,631 314,265

Beverage Coolers 18,008 72,389

Mini  Fridges 31,990 95,348

Freezers & Ice Makers 65,875 214,683

Household Appliances 11,795 52,594

Garbage Disposals 103,198 332,585

Trash Compactors 3,613 12,468

Total 5,690,716 20,643,069

*A Pipeline of Aspect Detection and Sentiment Analysis for E-

Commerce Customer Reviews, SIGIR'20



Aspect Extraction
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Aspect Merging
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• Semantic clustering using Universal Sentence Encoder
• Explicit aspect mapping using WordNet

1. “Price”: "expensive", "costly", "cheap", "economical",
2. “Noise”: "noisy", "loud", "quiet",
3. “Space”: "wide", "large", "big", "spacious"



Sentiment Analysis

33



Performance
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+16% Engagement



Shoppable Images
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Create more shoppable images by automatically identifying and matching to sellable 

products from our lifestyle photos.



Object Detection
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Use a region proposal network and feature extractor backbone to predict bounding boxes 

and product categories



Visual Search
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Visually match cropped products by training a Siamese network with hard triplets of 

negative and positive pairs



Input/Ouput
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**We are Hiring**

Khalifeh_al_jadda@homedepot.com

Questions?


